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Abstract

Continual learning methods aim to learn a set of related tasks arriving sequentially
while avoiding the catastrophic forgetting on the older tasks. These approaches are
parameter and computation heavy as they need to track additional parameters that
incorporate the knowledge of which part of the network needs to be preserved and
which part can be further adapted. These methods become impractical on highly
resource-constrained embedded devices where data is continuously generated and
consumed, and where privacy and latency is the top priority. In this paper, we
exploit the structural and computational properties of a class of neural networks,
specifically the convolution neural network (CNN), and propose to reduce the
parameter complexity without degrading the model performance. Our method is
based on a regularization-based continual learning method that uses the Bayesian
framework to learn group parameter uncertainty and use it as a proxy to adapt the
network on new tasks. The experimental evidence validates the correctness of our
structural adaptability bias hypothesis and better storage complexity as compared
to the state-of-the-art regularization based methods.

1 Introduction

Life-long learning or continual learning [1] [2] [3] is a paradigm of machine learning where model
parameters are incrementally adapted to incorporate new knowledge as data distribution changes
over time (also termed as concept drift [4]). The change in the data distribution can be abrupt,
for instance, the addition of a new class in the classification problem, or it can be gradual that
best reflects the evolution of an environment, for example in reinforcement learning problems.
Based on how data evolves, continual learning is categorized into a) Task incremental learning[5],
b) Domain incremental learning[6] and c) Class incremental learning[7]. The focus of this pa-
per remains at the class incremental learning where task identity is known during test time. Re-
gardless of these classifications, incremental learning is prone to catastrophic forgetting[8][9][10],
a phenomenon where training on new data/class deteriorates the performance of the model on
old data/class. There are three main class of methods to deal with catastrophic forgetting prob-
lem, namely, dynamic architecture methods[11][12][13], memory-based methods[9][14][15] and
regularization-based methods[16][17][18][19]. While dynamic architecture methods become com-
putationally heavy as the model evolves with the data, memory-based methods require additional
storage to store the past data or some form of past representative data. These two method classes
are specifically troublesome in a scenario where both storage and compute is limited[20], such as
resource-constrained embedded devices. Regularization-based methods, on the other hand, propose
to adapt the model parameters without increasing the model complexity or storing any additional
training data. In this paper, we propose to reduce the storage and computational complexity without
degrading the model performance, hence we must adhere to the regularization-based approach.
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Regularization-based methods modify the learning objective that suppresses the changes in the
important parameters to avoid forgetting of the previously learned tasks. The notion of im-
portance differs from one method to another. The recent state-of-the-art methods use Bayesian
framework[21][22][23] to capture the parameter uncertainty and uses it as a proxy for the impor-
tance. The lower the parameter uncertainty, the higher the importance, and hence these parameters
are less likely to change when the new data arrives. While these methods are generic enough to
apply to a variety of models, not much investigation has been done to incorporate the structural
assumptions of the neural network models to improve storage and computational efficiency. In this
paper, we investigate how to structure the parameter uncertainty (and hence the adaptability) that can
result in a practical gain in training efficiency, reduces the number of additional adaptability param-
eters, and improve the model performance. Specifically, we turn towards vision architectures that
include convolution operators and exploit the inherent structure present in convolution operations to
propose how to group the parameters that can share same uncertainty and reflects the adaptability
bias for new data or task. We call our hypothesis of structurally adapting parameters in the group as
structured adaptability bias hypothesis.

We enumerate the main contributions of this paper below:

• We study the state-of-the-art Bayesian approach that deals with learning the parameter
adaptability in the context of computer vision tasks such as image classification.

• We exploit the network structure(convolution architectures) and impose an inductive bias
to improve storage complexity without degrading the model performance.

• With our experiments on three visual data-sets, we empirically demonstrate the correctness
of structured adaptability bias for CNN architectures.

Novelty Statement

We exploit the computational structure of convolutions and re-parametrize the uncertainty of the
weights in the Bayesian framework that serves as a direct proxy for parameter adaptation in the
context of incremental learning. The proposed learning algorithm adapts the learning rate for a group
of the parameters at once, thus, allowing a gain in storage and practical computational efficiency
without any degradation in model performance.

2 Related Work

In this section, we discuss the regularization-based approaches, provide background on the Bayesian
framework, followed by our review of Bayesian approaches on which we build our work.

2.1 Regularization-based incremental learning

The regularization-based approach controls the catastrophic forgetting by constraining the updates to
the parameters of a model. To do that, additional regularization terms are added to the optimization
objective such that any updates that lead to forgetting are penalized. One of the earlier approach
called Learning without forgetting (LWF) [16] used knowledge distillation as a means to retain
knowledge from all the previous tasks. This method fails when the data from the new task has a
drastically different distribution than what was seen in the previous tasks.

Another influential method called Elastic Weight Consolidation (EWC) [24][25] introduced the no-
tion of parameter importance and used it to regularize the parameter updates when network is trained
on new task. For two sequential tasks A and B with corresponding data DA and DB respectively,
EWC models the parameter posterior distribution P (w|DB ,DA) as shown in eq. 1:

P (w|DB ,DA) =
P (DB |DA, w) ∗ P (DA|w)

P (DB)
(1)

The posterior P (DA|w) becomes the prior for the subsequent task B. This framework extends to
T sequential tasks. Since the true posteriors are intractable, EWC estimates the distribution using
Laplace approximation with precision determined by the Fisher Information matrix. Though our
method uses the Bayesian framework, we do not model the problem based on eq. 1.
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2.2 Bayesian framework for continual learning

Consider a discriminative neural network model, p(y|x,w), that produces a probability distribution
over the output y given an input x and parameters w. In Bayesian setting, w is assumed to follow
a prior distribution denoted by p(w) and a posterior distribution denoted by p(w|D). The exact
estimation of the posterior is intractable for a sufficiency large neural network models. To approxi-
mate this, methods such as Markov Chain Monte Carlo samples are used. These sampling methods,
however, are expensive. In variational methods, the posterior is approximated by assuming a simple
tractable distribution such as Gaussian for the posterior.

2.2.1 Variational Inference

The variational inference methods finds a variational distribution that approximate the posterior
distribution on the weights of the neural network P (w|D) by minimizing the Kulluback-Leibler
distance between assumed variational distribution q(w|θ) and P (w|D). The maximization results to
an optimal parameter θ∗ that approximate P (w|D). Formally,

θ∗ = arg min
θ

KL[q(w|θ)||P (w|D)] (2)

= arg min
θ

KL[q(w|θ)||P (w)]− Eq(w|θ)[logP (D|w)] (3)

The right side of the equation is expected lower bound(ELBO). The parameter θ can be seen as a
factor that compresses the observed data D. The minimization objective is given by L(D, θ):

L(D, θ) = KL[q(w|θ)||P (w)]− Eq(w|θ)[logP (D|w)] (4)

2.2.2 Bayes by Backprop

Under certain conditions, the gradients for the objective L(D, θ) can be estimated by using Monte
Carlo samples. Specifically, Blundell et. al. [26] shows that with reparametrization trick, the Monte
Carlo samples of w can be used to estimate the unbiased estimates of ∇θL(D, θ) . This technique
enables us to directly use back-propagation to learn the variational parameters θ and is called Bayes
by Backprop. If the posteriors is approximated by a Gaussian distribution N (w|µ, σ2), then Bayes
by Backprop follows these steps to learn the parameter θ:

1. Sample ε from standard normal distribution N times.

2. Compute the N samples of w using re-parametrization trick, w = µ+ σ ∗ ε.
3. Compute the objective function from the samples of w,
L(D, µ, σ) =

∑N
i=1 log(q(w(i)|µ, σ))− logP (w(i))− logP (D|w(i)).

4. Calculate the gradients∇µL(D, µ, σ) and∇σL(D, µ, σ) using back-propagation.

Bayes by Backprop is applicable to the minibatch training, hence, this method can be used to train
large scale neural network models, such as convolution neural network.

Blundell et. al. [26] also proposes to use the scaled mixture model of diagonal Gaussian for the prior
P (θ). In this paper, we also use a fixed scaled mixture model for prior instead of posterior over the
previous task.

2.3 State-of-the-art approaches

State of the art regularization-based continual learning approaches[27][22][28] uses Bayesian learn-
ing framework where they approximate the weight posterior using variational distribution. UCB[27]
uses Bayes by Backprop to to update the parameters of the variational posterior for every new tar-
get tasks. Once the model is learned on a task t, the uncertainty parameters σ is used to update the
learning rate for the associated parameter µ of the posterior distribution q(w|µ, σ) for the subsequent
task t + 1. Let the learning rate for µ and σ is denoted by αµ and ασ respectively, then for each
subsequent task t+ 1, the learning rate update αt+1

µ is given by eq. 5.

αt+1
µ = αtµ ∗ σt (5)
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where σt is the standard deviation in w learned after completing the training on task t and αtµ is the
learning rate used for parameters µ during training on task t. Learning rate for σ is kept fixed.

Informally, if the weight variable w has a large uncertainty associated with it, then the update to the
parameter µ will be comparatively large for the next task t+ 1 as compared to task t. This method,
however, doubles the number of parameters for every weight in the neural network. In our approach,
we relax the condition to compute per-parameter uncertainty for a given class of architecture and
show that an equivalent accuracy can be obtained if the structure of the network architecture is
exploited.

Another state-of-the-art method CLAW [28] also uses the Bayesian framework, but unlike ours, their
approach fall in the Variational Continual Learning framework[23] framework. We fix our prior to
the scaled mixture of Gaussians as described earlier. They also demonstrate that when uncertainty
parameters are shared in nodes(a group of activation), the total number of parameters can be reduced.
Unlike theirs, our method follows UCB [27] where we share the uncertainty among weights instead
of activation. UCB [27] does not investigate how uncertainty affects a group of parameters, which
is the main focus of our work. We explore and exploit the convolution architecture and show that
with a significantly lower number of uncertainty parameters, a robust model can be trained.

Other recent work that investigate CNN architectures for continual learning are [29][30]. However,
their learning approach does not fall into the Bayesian learning framework, hence, a deviation to
what is presented in this paper.

3 Methodology

In this section, we first describe the structured adaptability bias hypothesis and use this to propose
the grouping of parameters that exploit the structure for convolution architectures.

3.1 Structured adaptability bias hypothesis

In a continual learning setting, when a model is trained on a sequence of T tasks, the global parts
of the model are slowly adapted to perform a global task and task-specific model parameters are
quickly adapted to perform local tasks. This idea has been explored in [31][32][33]. The objective
is to stabilize the adaptation of global parameters that are common to all T tasks and regularize the
free parameters that reflect the properties of the local task. We hypothesize that when the parameters
are adapted in groups by exploiting how the parameters are structured in a neural network, this can
lead to stability in the learning of the global features of the network. A group of parameters can be
seen as learning-related concepts, and when we regularize the group at once, stability in learning
and reduction in catastrophic forgetting can be achieved. It has to be noted that there are no group
adaptation constraints on local parts of the model, however, to improve the storage complexity,
we group the local parts as well. Concretely, for convolution architectures, when we group the
adaptability of parameters at the level of channel, filter, or layer, we stabilize the learning of global
features.

The structural adaptability bias for CNN architectures can be argued by visualizing the filter maps
and noting that each channel, filter, or layer captures some statistical relationships associated with
performing a common task at a different level of abstraction[34].

3.2 Approach

Let w(l)
fcij be the weight parameter of a convolutional neural network present at layer l, filter

f , channel c and at the spatial coordinate of (i, j) where l ∈ {1, 2, ..., L}, f ∈ {1, 2, ..., Fl},
c ∈ {1, 2, ..., C(l)

f }, i ∈ {1, 2, ...,M
(l)
fc } and j ∈ {1, 2, ..., N (l)

fc }. L denotes the number of layers

in the CNN architecture, Fl denotes the number of filters at layer l, C(l)
f denotes the number of

channels in f th filter of lth layer, M (l)
fc and N

(l)
fc denotes the number of parameters in spatial

dimension of a channel c of filter f at layer l. UCB models the posterior over w using a Gaussian
with diagonal co-varaince. For CNN architectures (assuming no bias parameters), this translates to
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q(w|µ, σ) = N (w|µ,Σ) or w(l)
fcij ∼ N (w|µ(l)

fcij , σ
(l)
fcij) where Σ is a diagonal matrix.

We propose to model the w where Σ is a block diagonal matrix and each block represents the
parameters in a channel, stacked group of channels, filters or layers. Specifically, when the blocks
represents channel of the filter in CNN, then w

(l)
fcij ∼ N (w|µ(l)

fcij , σ
(l)
fc ) ∀l, f, c, i, j. When the

block represents a group of channels (similar to group convolutions), w(l)
fcij ∼ N (w|µ(l)

fcij , σ
(l)
fg)

∀l, f, c, i, j where g denotes the group to which the channel belongs to in a particular filter.

This modelling can be extended to filter and layers. When the block represents a filter, then
w

(l)
fcij ∼ N (w|µ(l)

fcij , σ
(l)
f ) ∀l, f, c, i, j. Moreover, when the block represents a layer, then w(l)

fcij ∼
N (w|µ(l)

fcij , σ
(l)) ∀l, f, c, i, j. The last case of parameter grouping is particularly interesting be-

cause this directly interprets to dynamically freezing the layers of neural network for knowledge
transfer[35] from task t to t+ 1. We refer the proposed four approaches of modelling posterior on w
as channel-wise, group-channel-wise, filter-wise and layer-wise respectively. Fig. 1 demonstrate
the approaches.

Figure 1: We use different colors to demonstrate different variances associated with the parameters.
Due to the lack of many colors, we use grey color for case (a) and (b) to show the repetition of
colored filtered. (a) The baseline approach used by UCB. Each parameter at each filter has its own
uncertainty. (b) channel-wise, uncertainty parameters are shared by each channel of a filter. (c)
group-channel-wise, uncertainty parameters are shared by a group of channels per-filter. The group
size shown in the figure is set to 2. (d) filter-wise, uncertainty parameter is shared by each individual
filter in a layer. (e) layer-wise, each layer has a single uncertainty parameter.

3.3 Learning Algorithm

Based on the modeling assumption proposed in the previous section, the learning algorithm that
combines the Bayesian learning to learning shared uncertainty and adapt the weight parameters is
presented in Alg.1. b refers to either of the four approaches to construct a block of parameters
presented in Fig.1.
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Algorithm 1: Training algorithm.

Input: A sequence of T data sets Dt = {x(i)t , y
(i)
t }

Nt
i=1 where Nt is the size of data set

associated with task t.
Output: µ(l)

fcij , the mean parameters of the posterior distribution
αµ = αρ = α ; . Initialization of the learning rate for µ and unconstrained ρ parameters
for t=1 to T do

while Loss does not converge to zero do
ε ∼ N (0, I) ; . Sample N samples from standard normal
σb = log (1 + exp(ρb)) ; . Constrain the variances for a group of parameters
w = µ+ σb ∗ ε ; . Re-parametrization trick
L(Dt, µ, ρ) =

∑N
i=1(log (N (wi|µ, σb))− log (P (wi)) +

∑|Dt|
j=1 log (P (y

(j)
t |x

(j)
t , wi)))

µ = µ− αµ∇µL(Dt, µ, ρ), ρ = ρ− αρ∇ρL(Dt, µ, ρ) ; . Gradient update
end
αµ = αµσb ; . Update the learning rate for the group of parameters

end

4 Data Sets

We evaluate our approach on three data sets.

5-Split MNIST: The 10 class MNIST[36] data set is divided into 5 datasets with 2 classes each.
Each of the 5 data sets serves as 5 different tasks in the context of task incremental learning.

5-Split FashionMNIST: Similar to MNIST, FashionMNIST[37] is a visual data set having 10
classes, where we split it into 5 tasks with 2 class each.

Permuted MNIST: To better understand the implication of sharing the learning rates among a group
of parameters, we experiment with MNIST data set where we generate 10 tasks by applying 10
different permutations on the image pixels. This data set has been used in [19], however, we use it
to justify that if global properties are not present across different tasks, the group adaptation does
not work. This presents an empirical justification for structured adaptability bias hypothesis.

Each of the above data sets were split into 50, 000, 10, 000 and 10, 000 for train, validation and test
respectively.

Table 1: Data set description.

Data-set Input feature description Number of tasks Number of class per-task

5-Split MNIST Image feature (1× 28× 28) 5 2
5-Split FashionMNIST Image feature (1× 28× 28) 5 2
Permuted MNIST Image feature (1× 28× 28) 10 10

5 Experiment

In this section, we describe the performance assessment metrics, experimental setup to compare the
baseline and our approaches on three data sets, and the implementation detail.

5.1 Performance assessment metrics

Let T be the number of tasks. The average accuracy measures how well the model did after it was
trained on all T tasks. Formally, average accuracy is defined in Eq. 6.

ACC =
1

T

T∑
i=1

RTi (6)
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Backward transfer measures how the learning on task t has resulted in forgetting on tasks
{1, 2, ..., t− 1}. Backward transfer is defined in Eq. 7.

BWT =
1

T

T∑
i=1

RTi −Rii (7)

Rti is the accuracy of the model on task i after training on t sequential tasks. If BWT is positive,
that means the training on new task has improved the model performance on the old task. If it is
negative, this means training on new task has reduced the accuracy on old tasks.

5.2 Experimental setup

We train and test the model performance over metrics ACC and BWT with 6 different scenarios.
First, we train the CNN architecture without adapting the learning rate for different tasks. Sec-
ond, we train the architecture following the setting provided in UCB. Note that UCB do not report
the results on CNN architecture for all three data sets we experiment with, hence, we tune the pa-
rameters and train the network with the approach provided in UCB. Finally, we train model on
the proposed approaches namely channel-wise, group-channel-wise, filter-wise and layer-wise. For
group-channel-wise approach, we divide the filter channels into 4 groups for every filter in every
layer. We use train-validation-test approach for training, tuning and testing parameters and a com-
mon CNN architecture for all our experiments listed in Table 2. To test the structured adaptability
bias hypothesis, we use Permuted MNIST data set to demonstrate that in the absence of any statis-
tical significance in the parameters in spatial or depth dimensions of each layer, the imposed bias
does not exhibit any improvements.

5.3 Implementation details

We used PyTorch and automatic differentiation for training. The initial learning α0 for both µ and ρ
was set to 0.01. µ was initialized using a standard normal distribution and ρ was initialized to −3.0
with the added Gaussian noise. The prior parameters σ1 and σ2 were set to 0.0 and 6.0 respectively.
We used 10 samples of ε in each mini-batch training where mini-batch size was set to 64. Each
experiment was run 5 times and averaged to report the results.

Table 2: Convolution architecture used for all the approaches and the UCB baseline with 5-Split
MNIST and 5-Split Fashion MNIST. For the Permuted MNIST, the FC filter output shape is 10. s
in Conv and Pool represents the stride and k in Pool represented the kernel size. Bias layer is not
shown.

Operation type Filter Shape Input Size

Conv(s=1)+ReLU+MaxPool(s=2,k=2) 1× 8× 3× 3 1× 28× 28
Conv(s=1)+ReLU+MaxPool(s=2,k=2) 8× 16× 3× 3 8× 14× 14
Conv(s=1)+ReLU+MaxPool(s=2,k=2) 16× 16× 3× 3 16× 7× 7
Conv(s=1) 32× 16× 3× 3 16× 3× 3
Flatten + FC + Softmax (T heads) 288× 2 288

6 Results

In this section, we present the results and draw conclusions from our experiments on the three
different data sets. The performance result is shown in Fig. 2a, 2b and 2c.

6.1 Storage complexity

Let L, F , C, M and N be the upper bounds for the number of layers, filters per-layer, channels per-
filter, spatial size of a filter in horizontal dimension and spatial size of a filter in vertical dimension
respectively. The parameter complexity for the baseline UCB is then given by O(LFCMN). We
present the parameter complexity for our approach in table 3.
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6.2 Results on split-5 MNIST, split-5 fashion MNIST and permuted MNIST

For MNIST and Fashion MNIST, we observe a slight improvement in model’s average accuracy
after training on 5 tasks for channel-wise, group-channel-wise and filter wise where filter-wise per-
formance in statistically significant for MNIST data set. The layer-wise consistently performed poor
which may be due excessive constraints put on uncertainty parameters. Moreover, the methods that
performed well in terms of accuracy, they also possessed baseline equivalent backward transfer.

Permuted MNIST case is an anti-pattern because this data set is not meant for continual learning.
Nevertheless, as shown in the figure 2c , the consistent degradation for all our approaches shows
that if the block structure does not capture relevant features, then sharing uncertainty does harms the
training. This works as an empirical validation for our structured adaptability bias hypothesis. Table
3 shows the complexity reduction in parameters and the performance metrics for all approaches.
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Figure 2: Figure shows ACC on all approaches on three data sets. (a) ACC on MNIST, (b) ACC on
Fashion MNIST, (c) ACC on Permuted MNIST.

Table 3: Uncertainty parameter storage complexity and model performance metrics (ACC and BWT)
on three data sets (MNIST, Fashion MNIST and Permuted MNIST) with baseline and all our ap-
proaches is reported.

Approach Parameter
complexity

MNIST
ACC

MNIST
BWT

Fashion
MNIST
ACC

Fashion
MNIST
BWT

Permuted
MNIST
ACC

Permuted
MNIST
BWT

Without adaptation O(1) 60.2% -39% 83.2% -18% 27.2% -48%
Baseline-UCB O(LFCMN) 96.96% -2% 98.27% 0% 37.72% -27%
channel-wise O(LFC) 97.72% -2% 98.20% 0% 36.84% -28%

group-channel wise O(LFCg) 98.16% -1% 98.32% 0% 34.46% -30%
filter wise O(LF ) 98.74% 0% 98.27% 0% 32.33% -31%
layer wise O(L) 77.33% -12% 91.01% -4% 28.24% -39%

7 Discussion and Conclusion

In this paper, we present a parameter efficient regularization-based continual learning approach that
uses the Bayesian framework to learn parameter uncertainty in a neural network and use it as a proxy
to adapt learning rate on a sequence of tasks. We exploit the convolution architecture to propose
four different approaches that can improve storage complexity and model performance. Moreover,
we formulated an experiment that demonstrated the correctness of our structural adaptability bias
hypothesis. As a future work, this approach can be investigated for other architectures such as
Recurrent Neural Network(RNN). The applicability of learning parameter uncertainty as proposed
in this paper can be used in other novel use cases other than continual learning.
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